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ABSTRACT | As the electronic component supply chain grows

more complex due to globalization, with parts coming from a

diverse set of suppliers, counterfeit electronics have become a

major challenge that calls for immediate solutions. Currently,

there are a few standards and programs available that address

the testing for such counterfeit parts. However, not enough

research has yet addressed the detection and avoidance of all

counterfeit partsVrecycled, remarked, overproduced, cloned,

out-of-spec/defective, and forged documentationVcurrently

infiltrating the electronic component supply chain. Even if they

work initially, all these parts may have reduced lifetime and

pose reliability risks. In this tutorial, we will provide a review of

some of the existing counterfeit detection and avoidance

methods. We will also discuss the challenges ahead for im-

plementing these methods, as well as the development of new

detection and avoidance mechanisms.
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circuits (ICs); electrical inspection; hardware security; machine

learning; path-delay test; physical inspection

I . INTRODUCTION

Counterfeit integrated circuits (ICs), a major source of

concern in the electronic component supply chain because

of reliability and security issues, are impacting many in-

dustrial sectors, including computers, telecommunica-

tions, automotive electronics, and even military systems

[1], [2]. The consequences can, obviously, be dramatic
when critical systems begin to fail due to the use of

counterfeit or low-quality components. According to [3],

legitimate electronics companies miss out on about $100

billion of global revenue every year because of counter-

feiting. Indeed, the hi-tech industry is significantly

impacted by counterfeiting activity. Around 1% of semi-

conductor sales are estimated to be those of counterfeited

units [4]. The tools and technologies utilized by counter-
feiters have become extremely sophisticated and well fi-

nanced [5]. In turn, this also calls for more sophisticated

methods to detect counterfeit electronic parts that enter

the market. Data provided by IHS (Englewood, CO, USA),

shown in Fig. 1, shows that reports of counterfeit parts

have quadrupled since 2009.

Counterfeit ICs pose a significant threat to the global

electronics component supply chain and are becoming
more difficult to detect as the counterfeiters increase their

level of sophistication [7]. Counterfeiters are improving

their technique and expertise, to an extent of successfully
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duplicating a company itself. Counterfeit ICs are of great

concern to industry and government because a system

malfunction can present situations that cause mission

failures and health or safety concerns [8]. The potential for
loss and tragedy caused by such devices could be

significant for electronic systems supporting a number of

sectors (e.g., medical, aerospace, defense, automotive,

banking, energy/smart-grid, etc.).

Table 1 shows the top-5 most counterfeited semicon-

ductors in 2011 according to data from ERAI (Naples, FL,

USA). ERAI is a private organization that collects reported

data on counterfeit incidents and reports the information
to their members. As the table shows, the counterfeits with

the most reported incidents impact affect both analog and

digital ICs, as well as discrete components.

Contemporary advancements in very large scale in-

tegration (VLSI) have been accompanied by increasing

variation in the performances of fabricated chips and

concerns about the correctness of their operation. Indeed,

failures can occur at any stage in the lifetime of an IC.
During production, devices can fail due to design weak-

nesses, excessive process variations, or local spot defects.

After production, devices can fail due to defects which are

not detected by the production tests and manifest them-

selves later in the field of operation. These early life fail-

ures are caused by extrinsic process defects and are known

as infant mortality. ICs can also fail during their lifetime

due to aging, wear-and-tear, harsh environments, overuse,
etc. These failures occur when a material or component

exceeds its fundamental capability and are known as in-

trinsic reliability failure mechanisms.

Depending on the end-user application, ICs may go

through burn-in tests, where they are exercised sufficiently

long under stress conditions, in order to avoid early in-use

system failures or to estimate the operating life of a parti-
cular device. Once the reliability issues of an IC are pro-

perly addressed, its lifetime can be estimated, and it can be

shipped to customers. Fig. 2 illustrates typical device fail-

ure characteristics, often known as the bathtub curve [11].

The failure rate is defined as the probability that a device

will fail in the time interval between t and tþ �t, given

that it has survived until time t [12]. As can be observed in

Fig. 2, counterfeit devices are expected to have shorter
time to failure compared to brand new devices. Table 2

summarizes the possible effects of counterfeit ICs for

governments, industries, and consumers.

Fig. 1. Reported counterfeit parts have been quadrupled since 2009 [6].

Table 1 Top-5 Most Counterfeited Semiconductors in 2011 [10]

Table 2 Possible Effects of Counterfeit ICs [13]

Fig. 2. The classical bathtub curve illustrating typical device

failure characteristics.
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As the IC supply chain has become globalized and thus
more complex, additional sources of failure have become a

concern. Specifically, the trustworthiness of IC supply chain

is much harder to assess. Indeed, ICs provided by untrusted

points in the supply chain could be intentionally relabeled,

illegitimately replicated, or recycled from used or defective

circuit boards. Even if these ICs work initially, they may have

a reduced lifetime and can pose reliability risks.

A. Survey of Articles
It was pointed out by the Semiconductor Industry As-

sociation (SIA, Washington, DC, USA) in [8] that coun-

terfeit devices can be avoided by exclusively buying

semiconductor products either directly from the original

component manufacturer (OCM) or directly from the

OCM-authorized distributors/resellers. However, it is also

reported by the SAE International (Washington, DC, USA)
and the U.S. Department of Commerce that authorized

distributors encounter counterfeit parts [2]. The problem

is further compounded due to obsolescence and life cycles

of piece parts which have much shorter life cycles than

complex systems which the parts are incorporated within,

requiring significant requalification. Several practices have

been developed to identify counterfeit devices. They are

broadly classified into counterfeit detection and counter-
feit avoidance methods. For the purposes of this paper,

counterfeit detection focuses on the detection of counter-

feit parts in the supply chain whereas counterfeit avoidance

concentrates on adding extra hardware in the circuit such

that a suspect part is authenticated without costly and time-

consuming detection methods (e.g., design for counterfeit

avoidance, design for test, design for security).

In [14] and [15], Guin et al. 1) developed a comprehensive
taxonomy of counterfeit types, counterfeit detection methods,

and counterfeit defects; 2) presented assessment of all

currently available counterfeit detection methods; and

3) proposed a method selection technique to maximize the

test coverage specific to a set of tests. In [16], a statistical

approach is used to distinguish recycled counterfeit ICs by

training a one-class classifier using only new devices. The

measurements used to build the classifier are typical test
results from production early failure rate (EFR) analysis

required to release most products, such as Vmin, Fmax, and Iddq,

thus no additional costs in terms of design, test, and area/

power overhead are incurred to perform identification. The

method is demonstrated using measurements from new and

aged devices taken from actual chips in production. Path-delay

fingerprinting, a method first introduced in [17] in the context

of hardware Trojan detection, is adapted in [18] for detecting
recycled ICs. This method also assumes that the recycled ICs

have aged due to usage in the field, thus their path-delay

distribution changes, providing opportunity for detection.

The most well-known counterfeit avoidance techniques

include secure split test (SST), hardware metering, physical

unclonable functions (PUFs), lightweight on-chip sensors,

package ID, etc. SST attempts to prevent overproduced, out-

of-spec/defective, and cloned ICs from entering into the
supply chain. It enables the design house back into the

manufacturing test process by placing a set of security

measures in the design and controlling the test flow [19].

Hardware metering attempts to uniquely tag each chip

produced from a certain design by active or passive methods

to facilitate chip tracing [20], [21]. Similarly, part authenti-

cation tools [22] consist of providing an encrypted number

for each device by a radio-frequency identification (RFID) tag
in production. However, reverse-engineering tools have

become very advanced and allow an attacker to read the

stored encrypted number. To overcome this challenge,

hardware intrinsic security (HIS) has been proposed as a

mechanism that can provide security based on the inherent

properties of an electronic device [23]. PUFs [24], for

example, belong to the category of such HIS mechanisms.

PUFs aim to measure the responses of hardware to certain
given inputs, which depend on the unique physical properties

of the device, since process variations affect each device in a

unique and unclonable fashion. On-chip aging sensors and

chip usage measurement structures have been proposed in

an effort to detect recycled counterfeit devices [25]–[27].

Finally, package IDs have been proposed to track the

components in the supply chain [28], [29].

B. Taxonomy of Counterfeit ICs
A counterfeit component 1) is an unauthorized copy;

2) does not conform to OCM design, model, and/or perfor-

mance standards; 3) is not produced by the OCM or is

produced by unauthorized contractors; 4) is an off-specifi-

cation, defective, or used OCM product sold as ‘‘new’’ or

working; or 5) has incorrect or false markings and/or

documentation [2]. Based on the definition above and
analyzing supply chain vulnerabilities, we classify the

counterfeit types into seven distinct categories [7], [15], [30].

Fig. 3 shows the taxonomy of such counterfeit compo-

nents. Recycled and remarked components draw much

attention in the media, test labs, and industry, and they

jointly contribute more than 80% of counterfeit incidents

[31]. The recycled components are taken from used

printed circuit boards (PCBs), repackaged and remarked,
and then sold in the market as new. The remarking process

includes the removal of markings on the package (or even

on the die) and remarking with forged information. New

components can also be remarked to obtain a higher

specification, such as remarking from commercial grade

part to industrial or defense grade. In overproduction,

unauthorized actors in a foundry, assembly, or test site that

have access to a designer’s IP also have the ability to
fabricate ICs outside contract. They can then sell excess

ICs in the open market. The unauthorized actor may either

knowingly sell out-of-spec/defective components, or they

may be stolen and sold on open markets. Cloning is a

process of copying a design by counterfeiters mainly to

reduce the large development cost of a component.

Cloning can be done in two ways: by reverse engineering,
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and, by obtaining IPs illegally. Forged documentation may

include the false certification of compliance for some

standards or programs, or a falsified revision history or

change log of a component. The final category of

counterfeits is the tampered type. Tampering can occur

at the die level (‘‘hardware Trojan’’) or package level or in

the software or firmware of the device. Such components
can either act as a silicon time bomb where the device can

behave differently under certain conditions or act as a

backdoor where secret information from the chip can be

sent out to an adversary [32].

C. Standardization Activities
Counterfeit prevention and detection require global

recognition of the problem and a unified solution. Such a

solution often comes in the form of international standards

and may be verified through accredited conformity

assessment programs. These programs may include key

elements such as technical standard(s) recognized world-

wide, competency-based training program(s), global sup-

ply chain certification system(s), certification bodies, and
accreditation schemes. There are standards and command

media in place or in development that includes guidance or

requirements for detection of the counterfeit parts. One

committee responsible for many of these standards is the

G-19 Counterfeit Electronic Parts Committee, set forth by

SAE International. Their standards target different sectors

of the industry: independent distributors and brokers,

authorized distributors, users and integrators (including
government agencies), and test service providers. These

standards are as follows:

1) AS5553: Counterfeit Electronic Parts; Avoidance,

Detection, Mitigation, and Disposition [33];

2) ARP6178: Fraudulent/Counterfeit Electronic Parts;

Tool for Risk Assessment of Distributors [34];

3) AS6081: Fraudulent/Counterfeit Electronic

Parts: Avoidance, Detection, Mitigation, and
DispositionVDistributors Counterfeit Electronic

Parts; Avoidance Protocol, Distributors [35]

(intended for independent distributors and brokers);

4) AS6496: Fraudulent/Counterfeit Electronic

Parts: Avoidance, Detection, Mitigation, and

DispositionVAuthorized/Franchised Distribution

[36];

5) AS6171: Test Methods Standard; Counterfeit

Electronic Parts [37].

Components Technology Institute, Inc. (CTI, Huntsville,

AZ, USA) has also created a Counterfeit Components

Avoidance Program (CCAP-101) [38]. Independent distri-

butors can be certified as CCAP–101 compliant, which is

done by means of a yearly audit. Independent Distributors
of Electronics Association (IDEA, West Baden Springs, IN,

USA) has developed IDEA–STD–1010-B which mainly

provides guidance for the visual inspection of electronic

components [39].

Currently, the major issue with many of these stan-

dards is that they address the parts that are already circu-

lating in the market, mainly, recycled and remarked parts.

Any of the current counterfeit detection standards are not
capable of addressing the detection of all types of counter-

feits. Moreover, none of these standards are intended for

developing avoidance mechanisms in ICs.

D. Taxonomy of Component Types
The type of components can significantly impact

detection and avoidance. Components can be classified into

three distinct types, namely, obsolete, active, and new.
Components become obsolete when the OCM stops

manufacturing them. The OCM may produce newer designs

and no longer sell the previous generation. They may only be

available through the electronic components distributors.

Active parts are those that companies continue to fabricate,

however, the design is congealed. In these cases, there may

be a possibility of modifying the package instead of the die

design of a component to address anti-counterfeit measures.
New components are very flexible to implement any anti-

counterfeit measures. The OCM can decide if one or more of

these measures could be placed in the design depending on

the area, power, and cost constraints.

II . COUNTERFEIT DETECTION

Over the past several years a specialized service of testing

has been created for detecting counterfeit components.

The components must be authenticated by these tests before

being placed in systems. Fig. 4 shows a generalized taxo-

nomy of counterfeit detection methods. The methods are

broadly classified into physical and electrical inspections.

Fig. 3. Taxonomy of counterfeit types [7], [14], [30].
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A. Physical Inspection for Counterfeit Detection
Such inspections are based on the physical properties of

the component. These tests are grouped into four categories.

In incoming inspection, all the components are inspected
thoroughly. The external structure is observed carefully by

low-power visual inspection (LPVI) while the internal

structure is inspected by X-ray imaging. There are several

external tests, such as blacktop testing, microblast analysis,

hermiticity testing, scanning electron microscopy (SEM),

scanning acoustic microscopy (SAM), and a variety of other

test methods recommended to find the defects and anomalies

present outside the package, inside the package, and on the
leads of a component. For interior tests, one needs to decap

the component first to expose the internal structure. Optical

inspection, wire pull, die/ball shear, and SEM are a few of the

tests that test labs generally perform for internal inspection.

Material analysis methods are performed to find the defects

related to the material composition of the package, leads, and

die. X-ray fluorescence (XRF), Fourier transform IR spec-

troscopy (FTIR)", and energy dispersive spectroscopy (EDS),
are a few material analysis methods.

Physical inspections are usually the first set of tests to be

performed on the incoming components for authentication.

The methodology and implementation of these tests apply

uniformly on all types of componentsV obsolete, active, and

new. These tests are based on the physical properties of leads,

package, and die of components. In this section, we will

describe some commonly used physical inspections used for
the detection of counterfeit components.

1) Low-Power Visual Inspection (LPVI): LPVI is the first

test usually performed on all the components. The leads and

packages are carefully examined using a low-power micro-

scope or magnification lamp, generally with less than 10X

magnification. All the relevant information, packaging and

shipping information, part number, lot/date/country code,

etc., is documented in detail. Recycled parts, desoldered from

the PCB, can sometimes be observed with deformed leads

and extra material on them. Sometimes, a residual trace of

the original marking exists below the new one. Scratches are

often visible on the package as a sign of recycling.
Fig. 5 shows four counterfeit defects and anomalies

detected by LPVI. Fig. 5(a) displays a peeled off plating layer

from the leads. The leads in Fig. 5(b) clearly show a possible

rework or reflow soldering. Ghost marking (residual marking

Fig. 4. Taxonomy of counterfeit detection methods [7], [14], [15].

Fig. 5. Counterfeit defects detected by LPVI (source: Honeywell).

(a) Fake plating on leads. (b) Residual materials on leads. (c) Ghost

marking on the package. (d) Heat sink mark on the package.
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in white color below the new one) is clearly visible in Fig. 5(c).
The heat sink mark in Fig. 5(d) indicates the prior usage of this

Intel chip. These defects are easy to detect with LPVI.

2) X-Ray Imaging: X-ray imaging is a method of in-

specting the internal structure of a component without

performing the decapsulation. It generally belongs to the

nondestructive category of tests. There are typically two

types of X-ray imaging systems: film X-ray and real-time
X-ray systems. In film X-ray systems, the images are

formed on a radiographic film, whereas in real-time X-ray

systems, a digital image is formed by digital sensors. The

defects and anomalies related to die and bond wires such

as missing or wrong die, cracks on the die, broken bond

wires, etc., may be detected. Additional tests may be

required to complete the authenticity of a component.

X-ray imaging is an important method used for coun-
terfeit detection. It is performed on components to verify

that the internal package, bond wires, and die construction

are consistent with a golden (reference) part. If the golden

part is not available, comparisons should be carried out

within the same lot. Fig. 6 shows some typical counterfeit

defects detected by X-ray imaging. Fig. 6(a) shows two

different die sizes in the same lot. There are no bond wires

inside the package that is shown in Fig. 6(b). Broken bond
wires are presented in Fig. 6(c).

3) Microblast Analysis: Microblasting is a dry blasting

counterfeit technique in which accurately defined blasting

agents are bombarded on the surface of the target device in

an effort to remove part markings and scratches from

recycled and used parts or falsely represent new parts (e.g.
upgrading temperature or speed-grade) by removing part

markings prior to Counterfeit Electronic Partsly remarking

devices. Compressed air is generally used to accelerate the

blasting particles. Some popular blasting agents, such as

aluminum oxide powder, sodium bicarbonate powder, and

glass bead, are used, depending on the components’

package type [such as dual in-line package (DIP), plastic

leaded chip carrier (PLCC), etc.]. A variety of surface
analysis techniques may be deployed to detect microblast-

ing. Test methods include SEM, FTIR, RAMAN, and high-

power microscopy, at typically more than 200x or greater.

4) Scanning Acoustic Microscopy (SAM): SAM is one of

the efficient ways of studying the structure of a component

without damaging it. This technology functions by utilizing

the reflection and transmission of ultrasound waves to
generate an image of the component based on its acoustic

impedance at various depths. The component under test is

submerged in either deionized water or isopropyl alcohol

(IPA), which is used as a medium. Since air will have a much

different acoustic impedance than any of the part’s mediums,

that section will appear much darker on the image produced.

The resolution of SAM depends on the transducer frequen-

cies. Lower frequencies provide higher penetration through
the component at the cost of lower spatial resolution. SAM is

very useful in detecting delamination, or, die attachment to

the package. It can also detect the cracks and voids in the die

and anomalies in the bond wires. SAM can also be useful for

surface analysis and detecting ghost markings or sanding

marks using reflective mode.

5) Scanning Electron Microscopy (SEM): SEM is a method
of generating an image with a superfine resolution by using a

focused electron beam. The image is formed by scanning the

entire target area of the sample. SEM consists of two major

components: the electron column and a control console. The

column generates the focused electron beam for scanning the

surface and the control console displays the image. When the

high energetic electron beam interacts with the sample, it

generates a secondary emission of backscattered electrons
and X-rays. An electron detector detects these secondary

electrons and an image is formed. A detailed description can

be found in [40]. SEM is very useful for detecting many

defects and anomalies present in counterfeit components.

Using SEM to inspect the die requires decapsulation of the

component. However, for external inspections, it is not

necessary to decapsulate. The major issue associated with

SEM is the long test time. Sometimes it requires several
hours to inspect a single component in detail.

6) X-Ray Fluorescence (XRF) Spectroscopy: XRF is a

nondestructive method for material analysis. The emission

characteristics of a material are observed after heavy bom-

bardment of high-energy X-rays. When the X-ray hits the

surface of a material, the outer electrons obtain enough energy

Fig. 6. Counterfeit defects detected by X-ray imaging

(source: Honeywell). (a) Wrong Die. (b) Missing bond wires.

(c) Broken bond wires.
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(ionization potential) to reach unstable higher outer orbits.
The emission of radiation occurs when these high-energy

electrons settle down to their original ground state. Each

element produces a unique peak in the spectrum. A unique

fingerprint is generated from the package of a component by

XRF spectroscopy. A decision about a component’s authentic-

ity can be made upon comparison with a golden sample or the

manufacturer data sheet if available. There are several X-ray

fluorescence spectrometers with an automated sample feed
that are available for material analysis. Table 3 shows the XRF

measurement results. Rows 1–3 and 4–6 represent the known

good and suspect samples, respectively. The suspect sample

was a board pull, and shows higher lead coating thickness, and

also some lead content in it.

7) Fourier Transform Infrared (FTIR) Spectroscopy: FTIR
works based on infrared (IR) spectroscopy. A part of IR

radiation is absorbed by the material under test and the

other part is transmitted through it. The spectrum for

molecular absorption and transmission is observed from

the resultant IR radiation. The unique molecular finger-

print, created by FTIR, is compared to the fingerprint of

the golden model for material comparison. FTIR is used to

authenticate both organic and inorganic materials of a
component. It is used to verify: 1) polymer, coating, etc., of

the package; 2) residual foreign materials from the sand

blasting process used to remove the old markings; and

3) residuals from chemical processing typical from counter-

feits performing part removal from printed circuit boards

and from the illicit refurbishment process.

8) Energy Dispersive Spectroscopy (EDS): EDS is used to

chemically characterize a component using X-ray excita-

tion. A high-energy beam of charged particles is bom-

barded on the surface, and the emitted X-ray spectrum is

captured by an X-ray detector to form the EDS spectrum. A

unique fingerprint of X-ray spectrum is generated by the

materials used in the component’s packaging. Fig. 7 shows

the EDS spectrum generated from the leads of an IC. The
material lead is detected on the leads of a counterfeit

component during lead finish testing, shown in Fig. 7(a).

The genuine component does not have the material lead on

leads of the IC [Fig. 7(b)].

9) Terahertz Time Domain Spectroscopy (THz–TDS): THz

imaging [41] is used to inspect the internal structure of a

component by using a pulsed laser operated in the THz
frequency range. This technique does not require the

application of any bias to the component during testing.

There is also no need to decapsulate the component to

observe the internal structure. Differential refractive in-

dexes of component die and packaging allows the identi-

fication of counterfeit electronics [42]. THz spans the

frequency region between 100 GHz and 30 THz. Three

attributes make THz imaging useful for counterfeit detec-
tion: THz is 1) fully absorbed by metal; 2) partially ab-

sorbed by a doped semiconductor; and 3) transparent to

plastics. Fig. 8 demonstrates that a counterfeit IC has a

completely different refractive index than the a genuine

one. The x-axis and the y-axis of the figure represent the

frequency of the pulsed laser and differential refractive

index ðDnÞ, respectively. A large Dn has been observed in

the counterfeit IC.

B. Electrical Inspection for Counterfeit Detection
These inspections are performed primarily to detect

electrical defects and anomalies present in counterfeit
components. These tests are grouped into four categories.

Parametric tests [43]–[45] are efficient at verifying IC’s

direct current (dc) and alternating current (ac) param-

eters. They can reveal the shift in electrical parameters due

to components’ prior usage or out of specification condi-

tions. The functionality of a component can be checked by

using functional tests [45], [46]. The defects and anomalies

Table 3 XRF Measurement Results (Source: Integra Technologies)

Fig. 7. Counterfeit defects detected by EDS (source: Honeywell).

(a) Counterfeit: element lead found in the leads of an IC.

(b) Genuine: No lead found.

Fig. 8. Difference in refractive index between top and bottom sides of

ICs as a function of radiation frequency [42].
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which impact the functionality of a component, such as

broken/missing bond wires, cracks, damaged die, open/short

interconnect etc., can be detected. In burn-in tests, the

component is operated at stressed conditions, such as

elevated temperature, to find infant mortality failures in
order to assure reliability [47], [48]. In structural tests

[49]–[51], test patterns are applied to a chip through

internal scan chains to find the defects and anomalies

related to the internal structures, interconnects, and logic

gates. In this section, we will briefly describe some of the

popular electrical inspections.

1) Parametric Tests: Parametric tests are performed over
a range of operating temperatures to measure dc and ac

parameters of a chip. They include curve tracing test,

contact test, power consumption test, output short current

test, output drive current test, threshold test, rise and fall

time tests, setup, hold and release time tests, propagation

delay tests, etc. The objective of parametric testing is to

determine the quality of each product to avoid counterfeit

distribution and production. This is accomplished by
running a suite of tests or as many vital tests as possible to

check the dc, ac, and parametric performance of the com-

ponent in question. The intricacies of these tests can easily

give test engineers a robust data set that they can use to

uncover a counterfeit component where other test

methodologies fail to uncover any problems or anomalies.

Fig. 9 illustrates an example of counterfeit identifica-

tion using curve trace, with the curve of a genuine device
shown in Fig. 9(a), and the curve of a counterfeit device

shown in Fig. 9(b). It can be readily observed that the

curve of counterfeit device differs significantly from that of

the genuine device. Curve trace is also useful in verifying

the device pinout and determining circuit damage that may

have been created due to poor handling and electro-static

discharge. The datasheet of the device can be used when

no genuine device is available for this test. We can further
enhance the test capability by employing an automatic test

equipment (ATE) to enable multiple parametric tests at

one time, using automation to quickly perform measure-

ments and evaluate the results.

Another form of proper parametric testing is to use an

instrumentation board or instrumentation interface. These

interfaces are used between the electronic component,

standalone measurement equipment, and PC-based mea-
surement equipment to provide specific parametric test-

ing. These tests are either made available by the

component manufacturer or are custom designed by the

test lab with the end customer’s review and approval.

2) Functional Tests: Functional tests are the most

efficient way of verifying the functionality of a component

and are perhaps one of the most expensive test methods
available in the arsenal when testing complex devices. For

instance, system memory chips will have to pass a series of

functional tests exercising address, data lines, and bursting

under various operating conditions (e.g., temperature,

voltage, clock speed). A functional test could verify that all

parts perform at specified higher frequencies and through

the required temperature range using a functional baseline

test. Testing over temperature or at room temperature
(25 �C) are the industry standards for testing a circuit

board design. This can be applied to the piece part(s) prior

to manufacturing, but can be also used to test units on the

manufacturing floor on assemblies to increase confidence

that the assembled unit is free from faulty and counterfeit

components, especially counterfeit components that were

remarked as a higher performing part.

A counterfeit or substandard part may fail under a
comprehensive functional test sequence. By checking that

the device is functioning correctly, a whole range of other

issues could be detected, e.g., wrong die, empty package,

etc. The addition of a functional test process to current

detection processes can be an effective way to increase

counterfeit detection capability. A functional test will

require a functioning system, most commonly a PCB-based

system. For example, the system can be processor based
with memory and a number of peripherals. The functional

test is a software program with a series of algorithms that

exercise and test specific elements of the design.

Several examples demonstrating the detection of coun-

terfeit devices using functional tests under various operating

conditions are shown in [53]. As an example, by lowering the

ambient temperature in a temperature chamber while the

device is repeatedly tested, failure was observed at very low
temperature at �35 �C. However, the part was rated to

operate at colder temperatures, indicating a defect in the

device that could be counterfeit related.

C. Aging-Based Statistical Fingerprints
During the lifetime of an IC, performances continu-

ously degrade due to aging mechanisms. Using recycled

Fig. 9. Counterfeit identification using curve trace [52].

Guin et al.: Counterfeit Integrated Circuits: A Rising Threat in the Global Semiconductor Supply Chain

1214 Proceedings of the IEEE | Vol. 102, No. 8, August 2014



counterfeit ICs as brand new will significantly reduce the

capability of a device to perform its required functions for

prolonged period of time. The most common aging pheno-
mena include electromigration, negative bias temperature

instability (NBTI), hot carrier injection (HCI), and time-

dependent dielectric breakdown (TDDB). The following

two methods leverage the impact of these aging phenom-

ena in order to detect recycled counterfeit ICs.

1) Early Failure Rate (EFR) Data Analysis: In [16], a low-

cost statistical approach was discussed to detect recycled
counterfeit ICs by training a one-class classifier using only

brand new devices. The measurements used to build the

classifier are typical test results from production early

failure rate (EFR) analysis required to release most

products, such as Vmin, Fmax, and Iddq, thus no additional

costs are incurred to perform identification. An overview

of the one-class classifier, which is trained to separate new

from aged devices in the space of such measurements, is
illustrated in Fig. 10.

The first step involves collection of a set of parametric

measurements, which can be taken from trustworthy

provider across devices subject to process variations for the

purpose of counterfeit IC detection. Then, using the

parametric measurements of brand new devices, a one-

class classifier is trained to distinguish counterfeit ICs

from brand new ones. This approach is inspired by and
resembles closely a machine-learning-based analog/RF IC

test method [54].

The effectiveness of the approach is demonstrated on a

microprocessor design, involving 49 parametric test mea-

surements performed on 313 chips randomly chosen from

different lots in production. These measurements are

taken at five different time points for the same devices

during burn-in test, in order to mimic the impact of aging
degradation over time: t0; t1; t2; t3; t4. Devices at t ¼ t0 are

referred to as brand new, while devices at t ¼ ti, i > 0, are

referred to as counterfeit. Since the data set has a relatively

high dimensionality d for this case study ðd ¼ 49Þ, a

principal component analysis (PCA) [55] is performed in

order to map the original 49 measurements onto vectors in

a lower dimensional space with cardinality d0 G 49. The

structure of the data is maintained while only nine princi-

pal components are kept, i.e., d0 ¼ 9. Figs. 11 and 12 show
the projection of devices at t ¼ t0; t1 and t ¼ t0; t4, respec-

tively, onto the first three principal components. As can be

clearly observed, performance degradation caused by aging

mechanisms is accelerated during the burn-in test. Indeed,

an support vector machine (SVM) trained with half of the

devices at time t ¼ t0, achieves 100% correct group classi-

fication rate for classifying devices at t ¼ t0; . . . ; t4, respec-

tively, showing the excellent capability of detecting
counterfeit devices using this approach [16].

2) Circuit Path-Delay Analysis: A path-delay fingerprint-

ing technique, which was first introduced in [17] in the

context of hardware Trojan detection, is adapted in [18] to

distinguish recycled ICs from new ones. Due to degrada-

tion in the field, the path-delay distribution of recycled ICs

will become different from that found in new ICs.
Statistical data analysis can effectively separate the impact

of process variations from aging effects on path delay.

Simulation results demonstrate the efficiency of this

technique for recycled IC identification.

Fig. 10. Nonlinear separation boundary for counterfeit device

detection [16].

Fig. 11. Projection of devices at t ¼ t0 ; t1, shown by blue and green

squares, respectively.

Fig. 12. Projection of devices at t ¼ t0; t4, shown by blue and yellow

squares, respectively.
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Fig. 13 shows the delay degradation of a critical path

from a random workload (functional patterns) applied to

the primary input of a digital circuit. The path was aged for

four years, using simulation, with NBTI and HCI effects at

room temperature. We can observe from Fig. 13 that the
degradation of the path used for one year is around 10%

while if the circuit is used for four years, the degradation is

about 17%, indicating that most aging occurred at the early

usage phase of the circuit.

The approach in [18] consists of three major steps.

First, paths are simulated and selected according to their

aging rate. Next, the delay of these paths is measured by a

clock sweeping technique in new ICs (either during
manufacturing test on all ICs or during authentication on a

sample of new ICs) and in any available devices under

authentication.

Statistical analysis is used to decide whether the device

under authentication is a recycled IC. The same test

patterns will be applied to the circuit under authentica-

tion, taken from the market, in a near-identical environ-

ment. The path-delay information of the circuit will then
be processed by the same statistical data analysis methods.

In a simple analysis, if the fingerprint of the circuit is

outside the range of the new ICs’ fingerprint, there is a

high probability that the circuit is a recycled IC. Other-
wise, it is likely a new IC. The longer the circuit has been

used in the field, the more aging effects it will have expe-

rienced, making it easier to identify.

The recycled IC identification flow was demonstrated

using 45-nm technology on a few benchmarks. HSPICE

MOSRA [56] is used to simulate the effects of aging on the

path delay of different benchmarks. Fig. 14 shows the PCA

results of the ICs used for three months with process va-
riation. The used ICs are represented by red dots; the con-

vex hull is built up from new ICs’ data, and represents the

fingerprint for new ICs. It can be observed that the used

ICs are completely separated from the signature of the new

ICs, implying a 100% detection rate for recycled ICs.

We note that in cases where the counterfeit ICs are

affected by large process variation, detecting these coun-

terfeit ICs using statistical methods may be challenging,
since patterns of counterfeit chips and golden chips tend to

overlap in the space of parametric and side-channel mea-

surements. To avoid/mitigate the impacts of large process

variations, techniques proposed to detect hardware

Trojans can be adopted for counterfeit detection purpose.

In [57], advanced signal processing techniques based on

Karhunen–Loève expansion are used to find a signal sub-

space from which the process noise is absent in order to
identify Trojans that are well hidden within the variations

of the signals generated by the process noise. In [58], it is

shown that using postsilicon multimodal thermal and

power characterization techniques, one can significantly

improve the Trojan detection sensitivity, even under large

process variations. In [59], it is demonstrated that mea-

suring currents locally and from multiple power ports or

pads can greatly enhance Trojan detection. A region-based
transient-power signal analysis method to reduce the

impact of increasing process variation in detecting hard-

ware Trojans was discussed in [60]. It is shown that using

signal calibration techniques, one can further increase the

distance between Trojan-free and Trojan-infested circuits

under different process parameters.

D. Counterfeit Detection Summary
The production and distribution of counterfeit parts are

rising, and more of such parts are finding their way into

consumer and military devices. As counterfeiters become

more sophisticated, so must the methods used for detecting

counterfeit parts. Over the last decade, multiple methods

have been successfully utilized to detect counterfeit parts in

an attempt to keep them from being used in final assemblies.

Table 4 summarizes different types of counterfeits and
detection methods. As seen, there is no single test which can

work to detect all counterfeit components. The parts

themselves are different, the uses are varied, and, therefore

the test plan for each component must be customized. A full

suite of tests is required to identify counterfeit components.

The functional and parametric tests have been vital in

testing electronic components for over 40 years and are a

Fig. 13. Degradation of a critical path due to aging in a digital

circuit [18].

Fig. 14. PCA results of the ICs used for three months with process

variation [18].
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paramount tool for containing the counterfeit component

epidemic plaguing our industry. However, in the electronics

industry, it may not be practical cost-wise and time-wise to

test every single functional and parametric requirement of

the manufacturer. Proper strategic planning and outlining of

tests between test lab and clients are important to establish
an objective of performance measurement. Highly sophisti-

cated counterfeit components may work under a subset of

operating conditions but fail under others. Testing over a

range of different test methods on the device will provide the

highest level of assurance that electronic components are

genuine. It is important to note that additional research is

needed in early failure rate (EFR) data analysis and circuit

path-delay analysis to verify the effectiveness of these
methods for determining if a used part is sold as new.

Preliminary analysis and results from these methods are

encouraging.

III . COUNTERFEIT AVOIDANCE

Detection of counterfeit components is a major challenge

because of the excessive test time, cost, and lack of metrics

to evaluate the test confidence in evolving area of concern

due to the rapidly changing threat environment. The issue

urgently necessitates the development of innovative

avoidance mechanisms to be incorporated in the design.

These measures help detecting suspect parts without the

need for aforementioned expensive detection methods. In

this section, we will briefly describe some currently

available avoidance methods.

A. CDIR Sensors
The combating die and IC recycling (CDIR) sensor was

developed to prevent parts from recycling [26], [27]. The
authors proposed three different structures to implement

CDIR sensors. The first technique inserts a lightweight

ring oscillator (RO)-based sensor in the chip to capture the

usage of the chip in the field and provides an easy

detection capability. Fig. 15 shows the structure for this

RO-based sensor. This sensor is composed of a reference

ring oscillator (reference RO) and a stressed ring oscillator

(stressed RO). The sensor relies on the aging effects of
MOSFETs to change the RO frequencies. The difference

between the frequency of reference and stressed ROs gives

the approximate usage time of the chip in the field.

The other two structures are antifuse-based sensors

which are composed of counters and an embedded antifuse

memory block. The counters are used to record the usage

time of ICs while their values are continuously stored in an

Table 4 Summary of Counterfeit Detection Methods

Fig. 15. RO-based CDIR sensor [26].
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antifuse memory block. Since the antifuse memory block is

onetime programmable, the counterfeiters cannot erase

the data during the recycling process. Two different struc-
tures of the antifuse-based sensors are shown in Fig. 16.

These CDIR sensors use a MUX (MUX2) and an authen-

tication (Aut.) pin to send the usage time to the output.

Original primary outputs (OPOs) will go through MUX2 in

the normal functional mode, while the data read module

will set the antifuse IP in read mode, and the usage time

will go through MUX2 in authentication mode. In manu-

facturing test mode, the functionality of these sensors will
be disabled and structural fault test patterns will be applied

to the sensor. A detailed description of these sensors is

found in [27].

Fig. 16(a) shows the structure of the clock antifuse

(CAF)-based sensor. It records the cycle count of the

system clock during chip operation. The usage time of

recycled ICs can be reported by this sensor, and the

measurement scale and total measurement time could be
adjusted according to the application of ICs. Fig. 16(b)

shows the structure of the signal antifuse (SAF)-based

sensor. It uses circuit activity as trigger (clock) to the

counter. A number of signals with low switching

probability are selected to calculate the usage time. The

SAF-based sensor generally requires less area overhead
than the CAF-based sensor.

The area overhead of antifuse-based sensors is larger

than the RO-based sensor because of the counters and the

antifuse memory block. These antifuse-based sensors can

be implemented in today’s large VLSI chips as they result

in negligible area overhead, whereas RO-based sensors can

be placed in any digital chips. However, the major advant-

age of antifuse-based sensors is that the usage time stored
in the memory to identify recycled ICs will not be im-

pacted by technologies (i.e., older technology designs may

not age as much as the new ones do), packages, assemblies,

or process variations.

B. Secure Split Test (SST)
The high cost of creating a state-of-the-art manufac-

turing facility for high-density IC fabrication has led the

semiconductor business model to grow horizontally across

the globe [61]. This is also true for many assembly
companies. The foundries fabricate wafers and dies, test

them, and ship them to assemblies. The assemblies then

package the dies, test, and ship them either to the design

house (IP owners) or directly to the market. However,

Fig. 16. Structure of the antifuse-based CDIR sensors [27].

(a) CAF-based CDIR sensor. (b) SAF-based CDIR sensor.

Fig. 17. Communication between IP owner, foundry, and

assembly [19].
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some untrusted foundries and assemblies can sell defective,

out-of-spec, or even overproduced ICs on the open market.

Secure split test (SST) secures the manufacturing test

process to prevent counterfeits, allowing the design house

to protect and meter their IPs [19]. SST introduces hard-

ware components for cryptography and locking mechan-

isms to block the correct functionality of an IC until it is

activated by the IP owner during or after the test. Thus,
SST brings design houses back into the manufacturing

test process.

Fig. 17 shows the communication flow between IP

owner, foundry, and assembly. The IP owner first obtains a

die’s true random number (TRN) from foundry and

modifies it in such a way that only he knows it. A test

key (TKEY) is then generated from this modified TRN and

the IP owner’s private key. The IP owner sends the TKEY
to the foundry for each die. The chip then encrypts the

modified TRN by using a public key and tests the die using

this modified TRN. It then sends the response back to the

IP owner for the pass/fail decision. After verifying the die,

the foundry sends it to the assembly. After packaging the

die, the assembly tests the parts again. The assembly then

sends the response to the IP owner. The IP owner then

unlocks the good ICs using the final key (FKEY) and sends

them to the market.

Fig. 18 shows the SST architecture. It secures the test

processes of ICs by inserting scan locking block and

functional-locking block in the design. The details of a

scan-locking block are presented in Fig. 18(a). In scan-

locking block, the inputs to some scan chains are inverted

when FKEY is applied; the input bits are transparent when
TKEY is applied. At the same time, the output from some

of the scan chains can be inverted when TKEY is applied

and transparent otherwise. This block is introduced so an

attacker cannot extract any information from an unlocked

IC. The scan-locking block consists of three-input xor

gates inserted at scan chain inputs (SI–xor) and outputs

(SO–xor) and two key-determining functions (KDFs).

Each KDF is composed of xor gates forming an xor odd-
function circuit which outputs 1 if the input is odd (odd

number of 1s) or 0 if it is even (even or zero number of 1s).

Two KDFs, KDF1 and KDF2, are used to detect the type of

key that has been provided by IP owner and determine the

function of the scan-locking mechanism. The outputs of

KDFs, OKDF1 and OKDF2, are fed to the three-input

xor gates through some logic gates to make the xors

Fig. 18. Internal architecture of SST inside ICs [19]. (a) Scan locking block. (b) Functional-locking block with m ¼ pk expansion.
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transparent (when KDF1¼ KDF2) or inverting (when
KDF1 ¼ KDF2). The Q bits needed to control each KDF

are added to TRN and TRN-mod by the IP owner. Q is

divided into two parts Q1 and Q2 as inputs for KDF1 and

KDF2, respectively. The position of Q additional bits is

random and known only by the IP owner since TRN-mod

and TRN are encrypted and only TKEY and FKEY are

visible by the foundry.

The functional-locking block’s purpose is to ensure that
only unlocked ICs will have the correct functionality. ICs

will only function correctly when the IP owner sends the

correct functional key. The functional-locking block is

made up of three smaller hardware blocks, an xorF mask

for functional locking, true random number generator

(TRNG), and RSA decryption logic, as shown in Fig. 18(b).

SST inserts the xorF mask on noncritical paths in the

circuit. These xors have three inputs connected to circuit
paths (IN0), TRNG output (IN1), and RSA output (IN2).

An xorF is transparent only when both inputs coming from

the TRNG and RSA outputs are the same; otherwise it acts

as an inverter. The TRNG output is different for each IC

but it is constant throughout the IC’s lifetime since it is

stored in a onetime programmable (OTP) memory. The

RSA component receives an encrypted key from the IP

owner; this key is decrypted and connected to IN2. The
circuit only becomes functional when the appropriate RSA

input is applied; this gives the IP owner control over when/

whether to activate the IC. The encryption and transmis-

sion of the key make up the communication component of

SST. A server owned by the IP owner receives TRNs for

each die and creates test keys (TKEYs); it then receives test

outputs and compares them to the expected outputs to

determine which dies have passed or failed. The same
procedure is followed during assembly. The server decides

whether an IC has passed the necessary tests after assem-

bly, and only then, it sends the functional key (FKEY) to

activate and unlock the IC.

Different types of attacks have been analyzed in [19]. SST

is very efficient in preventing overproduced ICs as the design

house unlocks the number of ICs they want. As the decision

of the test process is taken by the design house, the foundry
cannot source defective/out-of-spec ICs in the supply chain.

Cloned ICs can also be detected by checking the registered ID

of the IC in design house’s secured database.

C. Hardware Metering
Hardware metering places a set of security protocols

that enable the design house to achieve postfabrication

control of the produced ICs. This method provides the de-
sign house with a unique way to identify each IC produced

with the same masks [21], [62]. Hardware metering is

broadly categorized into passive or active types. Early

passive metering includes indented and digitally stored

serial numbers on the ICs as a nonfunctional identification

method. In functional identification, PUFs are introduced

to uniquely identify each IC and register the IC using

challenge–response pairs to prevent cloning and removal

attacks. The ICs are authenticated by searching the response

stored in the challenge–response pair database [62]–[67].

In addition to unique identification, active metering

approaches lock each IC until it is unlocked by the IP

holder [20], [69]–[73]. This locking is mostly done in three

ways: 1) initializing ICs to a locked state on power-up [20];
2) combinational locking by scattering xor gates randomly

throughout the design [71]–[73]; and 3) adding a finite-

state machine (FSM) which is initially locked and can be

unlocked only with the correct sequence of primary inputs

[70], [74].

In [75] and [76], a logic encryption technique is used to

hardwire designs with built-in keys that are unique to each

IC, and ensures that the application of any invalid key on
the protected design forces the design to produce incorrect

results. Logic encryption inserts additional circuit ele-

ments into the original design. It has been shown in [75]

that testing concepts such as fault activation, propagation,

and masking can be utilized to guide the insertion of key

gates. This way, a perfect control over the functional

corruption due to invalid key application can be achieved.

The same concepts can not only be utilized by an attacker
to leak the secret logic encryption key, but also by a

Fig. 19. IC enabling flow by active metering [68].
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designer to guide the insertion of key gates in attaining a

hard-to-break logic encryption [76]. Fig. 19 shows an IC

enabling flow by active metering [77].

In [78], Barak et al. lay the theoretical groundwork

for adopting obfuscation as a means for protecting programs.

An obfuscator O is defined as a ‘‘compiler’’ that takes as

input a program (or circuit) P and produces a new program

OðPÞ that has the same functionality as P yet is ‘‘unintel-
ligible’’ in some sense. Obfuscators would have a wide

variety of cryptographic and complexity-theoretic ap-

plications, ranging from software protection to homomor-

phic encryption. Most of these applications are based on an

interpretation of the ‘‘unintelligibility’’ condition in obfus-

cation as meaning that OðPÞ is a ‘‘virtual black box,’’ in the

sense that anything one can efficiently compute givenOðPÞ,
one could also efficiently compute given oracle access to P.

D. Split Manufacturing
Globalization of IC design flow has led to several secu-

rity vulnerabilities. In order to mitigate the risks in
manufacturing, split manufacturing approach has been

proposed [79]. In this approach, the layout of the design is

split into the front end of line (FEOL) layers and back end

of line (BEOL) layers which are then fabricated separately

in different foundries. The FEOL layers consist of transis-

tors and other lower metal layers and the BEOL layers

consist of the top metal layers. Postfabrication, the FEOL

and BEOL wafers are aligned and integrated together using

either electrical, mechanical, or optical alignment techni-

ques. The final ICs are tested upon integration of the FEOL

and BEOL wafers. The asymmetrical nature of the metal

layers facilitates split manufacturing [80].

Fig. 20 shows an example of split-manufacturing-aware IC

design flow, as depicted in [80]. A gate level netlist is

partitioned into blocks which are then floorplanned and

placed. The transistors and wires inside a block form the FEOL
layers. The top metal wires connecting the blocks and the IO

ports form the BEOL layers. The layout of the entire design is

then split into FEOL and BEOL layers. The two layouts are

then fabricated in two different foundries. Finally, FEOL and

BEOL layouts are integrated by using electrical, mechanical, or

optical alignment techniques and tested for defects.

E. IC Camouflaging
During the manufacturing, the chips can also be cloned in

an unauthorized production by reverse engineering the

original design or pirating the IP. In an effort to hamper an

attacker from reverse engineering a chip, IC camouflaging
has been proposed by introducing dummy contacts into the

layout [81]. By using a mix of real and dummy contacts, one

can camouflage a standard cell whose functionality can be

one of many. If an attacker cannot resolve the functionality of

a camouflaged gate, he/she will extract an incorrect netlist.

In one embodiment of IC camouflaging, the layouts of

logic gates are designed to look identical, resulting in an

incorrect extraction. To thwart reverse engineering of an

Fig. 20. Split-manufacturing-aware design flow [80].

Fig. 21. Example of IC camouflaging: standard cell layout of regular two-input (a) NAND and (b) NOR gates and camouflaged NAND (c) and

NOR (d) gates [82].
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IC, any camouflaging technique has to provide resiliency to
reverse engineering and corrupted outputs. The reverse

engineer’s inability to partially etch a layer is the basis for

dummy contacts-based camouflaging. Contacts are con-

ducting materials that connect two adjacent metal layers or

a metal layer 1 and poly. They pass through the dielectric

that separates the two connecting layers. While the true

contact has no gap, a dummy contact has a gap in the

middle and fakes a connection between the layers [82].
Fig. 21 shows an example of IC camouflaging as de-

picted in [82]. The layout of regular nand and nor cell

shown in Fig. 21(a) and (b) looks different and is hence easy

to reverse engineer. However, the layout of camouflaged

nand and nor cell shown in Fig. 21(c) and (d) looks

identical and is difficult to differentiate. When deceived

into incorrectly interpreting the functionality of the cam-

ouflaged gate, the attacker may obtain a reverse-engineered
netlist that is different from the original. The netlist

obtained by an attacker is the deceiving netlist where the

functionality of the camouflaged gates is arbitrarily assigned.

F. Hardware Watermarking
Hardware watermarking [83] has received much atten-

tion in the recent years to secure hardware intellectual

properties (IPs) used in high-density ICs (e.g., system on
chips). The reuse of these IPs poses a great concern to the

industry as the infringement of IPs, e.g., trademark, copy-

right, or patent violation during the design. Hardware

watermarking uniquely identifies an IP by creating a

unique fingerprint in it. In recent years, different water-

marking techniques have been proposed. Constraint water-

marking affects the IP core at the GDSII level. The goal of

constraint watermarking is to create a physical design
pattern that can be demonstrated to but not be replicated

purely by coincidence [84]. This is referred to as ‘‘proof of

authorship,’’ the probability that the occurrence of a water-

mark on a known nonwatermarked IP core is purely coin-

cidental. Watermarks can be inserted into the bitstream of

an IP core by injecting watermark bits into unused combi-

national logic block outputs. Another implementation of

constraint watermarking involves breaking paths of logic
into subpaths, each with unique timing constraints that add

up to the timing constraint of the original path. In [85],

Castillo et al. propose a hardware description language

(HDL) level watermarking. They store the digital signature

within memory structures or combinational logic that are

part of the system, at the high level description of the design.

In [86], Lach et al. propose a cryptographically encoded

signatures to be placed in a field-programmable gate array
(FPGA) design component to identify original recipient.

Another watermarking method for IP protection was

proposed at the combinational-logic-synthesis level [87].

G. Physical Unclonable Functions
Reverse-engineering tools such as microprobing, laser

cutting, glitch attacks, and power analysis have become very

advanced to date and allow an attacker to read and copy the

stored encrypted information in a device. To overcome this

challenge, hardware intrinsic security (HIS) has been
proposed as a mechanism that can provide security based

on inherent properties of an electronic device [23]. PUFs

[24], for example, belong to the category of such HIS me-

chanisms. PUFs aim to measure the responses of hardware

to certain given inputs, which depend on the unique

physical properties of the device, since process variations

affect each device in a unique and unclonable fashion.

Rather than creating a single encrypted key, PUFs
implement challenge–response authentication. When a

stimulus is applied to the device, it reacts in an unpredic-

table (but repeatable) way due to the complex interaction of

the stimulus with the physical structure of the device. This

exact structure depends on physical factors introduced during

manufacture which are unpredictable. The applied stimulus

is called the challenge, and the reaction of the PUF is called

the response [24]. A specific challenge and its corresponding
response together form a challenge–response pair.

Various methods have been proposed to obtain this

challenge–response pair. In [24], optical characteristics

are exploited by using the speckle patterns of optical med-

ium of laser light. The PUF consists of a transparent

material that is doped with light scattering particles. When

a laser beam shines on the material, a random and unique

speckle pattern will arise. The placement of the light scat-
tering particles is an uncontrolled process, and the inter-

action between the laser and the particles is very complex.

Therefore, it is very hard to duplicate the optical PUF such

that the same speckle pattern will arise.

A coating PUF was proposed in [88], where a network

of metal wires is laid out in a comb shape in the top layer of

an IC. The space between and above the comb structure

are filled with an opaque material and randomly doped
with dielectric particles. Fig. 22 illustrates the structure of

a coating PUF, as proposed in [88]. The manufacture of the

coating is an unpredictable mixing process, therefore, size

and dielectric strength of the particles will be random up

to a certain extent. Consequently, the measured capaci-

tance values are unpredictable. This unique randomness

can be used to obtain a unique identifier for the device

carrying the coating PUF. Moreover, the placement of this

Fig. 22. Structure of a coating PUF [88].
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opaque PUF in the top layer of an IC protects the under-

lying circuits from being inspected by an attacker, e.g., for

reverse engineering. When an attacker tries to remove (a

part of) the coating, the capacitance between the wires is

bound to change and the original unique identifier will be
destroyed. In [89], an unclonable RFID tag is built using

coating PUFs.

In [63], [90], and [91], a delay PUF exploiting the random

variations in delays of wires and gates on silicon was

proposed. Given an input challenge, a race condition is set up

in the circuit, and two transitions that propagate along

different paths are compared to see which comes first. An

arbiter, typically implemented as a latch, produces a 1 or a 0,
depending on which transition comes first. Fig. 23 illustrates

the implementation of delay PUFs. The inputs determine the

delay path of each switching block shown by rectangles in

Fig. 23. The switching block is typically made by a pair of

multiplexers controlled by the same input bit. The signal goes

through only one path at a time in the block, which is

controlled by the input bit. In this way, the circuit can create

a pair of delay paths for each input combination.
The authentication of delay PUFs is illustrated in

Fig. 24. As explained in [63], the PUF can have an expo-

nential number of challenge–response pairs where the

response is unique for each IC and each challenge. These

unpredicted responses can be stored by a trusted party in a

database for future authentication operations. To check

the authenticity of an IC later, the trusted party selects a

challenge that has been previously recorded but has never
been used for an authentication operation, and obtains the

PUF response from the IC. If the response matches the

previous recorded one, the IC is then considered authentic.

A PUF based on ring oscillators was also discussed in

[63]. A secure processor design using a PUF was shown in

[93]. In [92], it was shown that the delay PUFs can be
integrated into a small passive RFID tag for anticoun-

terfeiting and secure access.

Other types of PUF implementation include SRAM PUFs

[94], butterfly PUFs [64], and bistable ring PUFs [95], [96].

H. Package ID
The counterfeit avoidance measures discussed so far

can only be implemented on dies that only target new large
ICs. However, there is a wide variety of components that

need to be addressed for counterfeit avoidance. These

components mainly belong to: 1) large and small new

analog; 2) small new digital; and 3) all active and obsolete

categories. There are several challenges for the imple-

mentation of chip IDs in these designs. First, there is not

enough space for adding any extra hardware to the designs.

Second, one does not have the authority and option to
make changes in the masks for active components. Finally,

obsolete components are no longer manufactured. For

tagging such active and obsolete components, we need to

create package IDs that do not require access to designs.

No package modifications are allowed during the gener-

ation of package IDs. DNA markings and nanorods are the

viable options to create package IDs.

In DNA markings, a unique genetic sequence is
generated by scrambling the plant DNA and mixing these

new sequences with inks. These inks are then applied on

the packages of the ICs at the end of the packaging process

for new components. The active and obsolete components

are authenticated first and then this DNA marking is

placed on the package. Authentication includes first

checking whether the ink fluoresces under specific light,

and second sending a sample of the ink to a lab to verify
that the DNA is in the database of valid sequences [28].

Recently, Department of Defense (DOD) mandated [97]

that the DNA marking be placed on the components in

order to track them throughout the supply chain. In

nanorods, a microscopic pattern is created by growing an

array of nanospheres to make nanorods that are less than

100 nm long [29]. Each time the process is repeated, the

same pattern is created, but the exact angle and length of
each individual nanorod varies, so that each set of nano-

rods is distinct. After the array of nanorods is grown, it is

applied to a chip using a specialized printer. The chip can

be authenticated by comparing the overall pattern and

visual properties of each nanorod to a database.

I. Summary of Counterfeit Avoidance Methods
Table 5 shows the summary of counterfeit avoidance

methods. The first column represents avoidance methods

discussed in this paper. Columns 2–6 and 7–9 show

counterfeit types and component types, respectively. Each

entry in columns 2–6 represents how effective the methods

are at detecting that counterfeit type. Each entry in columns

7–9 shows target component types with avoidance effective-

ness. CDIR sensors can detect only recycled and remarked

Fig. 23. Delay PUF circuit: two delay paths with the same layout

length for each input, and an output based on which path is

faster [63], [91], [92].

Fig. 24. Delay PUF authentication [63], [91], [92].
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new components. SSTs can target overproduced, cloned, and

out-of-spec/defective parts. Hardware metering and PUFs can

detect only cloned and overproduced components, while

package ID can aim only for recycled and remarked types. IC
camouflaging and hardware watermarking can be used to

detect only cloned ICs. Overproduced and cloned ICs can be

detected by split manufacturing. All these avoidance meth-

ods, except package ID, can target only new components.

While many of the conterfeit avoidance methods could be

useful for resolving the counterfeit problem, many of the

techniques are not deployed in a production environment.

Many of the techniques are promising, but need further
research and development.

IV. DETECTION AND AVOIDANCE
CHALLENGES

The limited research and development in the domain of
counterfeit detection and avoidance has left major chal-

lenges to be addressed. In addition, the need to addressing

this problem requires immediate action by industry,

government, and academia since the impact of counterfeit

electronics will not only be seen on business but also on our

daily life. Lack of innovative and comprehensive solutions

to detect counterfeit parts could be catastrophic.

The challenges we deal with today arise from the fact
that: 1) the number of counterfeit parts entering the elec-

tronic component supply chain is increasing; 2) the

sophistication of the techniques used by the counterfeiters

is increasing; 3) there are different types of electronics

components and one solution will not address this chal-

lenging problem for all types of counterfeit parts and types;

4) multiple test methods are required to detect the

multiple known anomalies and are proven ineffective for
detecting all types of counterfeit parts; 5) there is a lack of

sufficient support to academia for developing innovative

detection and avoidance solutions; and 6) there is a lack of

sufficient amount of counterfeit data (types, defects, test

cost, test time, etc.).

As a consequence, today, we cannot identify a part as

counterfeit with a very high level of confidence without

performing multiple test methods and/or receiving input

from the original component manufacturer to assist in

providing needed data, verifying the results and assisting

in the final conclusion. There is clearly a need for the
development of anticounterfeit mechanisms during design

of the ICs. New methods are needed to allow track and

trace of the components in the supply chain. Metrics are

needed to evaluate the effectiveness of the existing test

methods. New data collection mechanisms are needed to

continuously monitor counterfeit activities and help the

community understand the current trends and new

threats. The processes defined must ensure detection,
but must also balance the cost and lead-time issues

associated with destruction of components, and nonrecur-

ring engineering costs and testing. Sophisticated counter-

feits may not be detected by a simple external, physical

inspection process. New test techniques are needed to

detect all defects and anomalies associated with counter-

feit parts [15] in a comprehensive fashion.

A. Detection Challenges
Physical inspections suffer from several challenges.

First, many of them are destructive; sample preparation is

extremely important as it directly relates to the test con-

fidence. The chance of selecting a counterfeit component

from a lot is extremely small. Second, test time and cost
are major limiting factors in the use of physical tests for

counterfeit detection. For some tests, it may take up to

several hours (e.g., typically more than eight hours for

SEM analysis or to perform functional electrical tests that

includes set-up) to test a single component. Third, most of

the tests are carried out without automation and with no

metrics for quantifying against a set of counterfeit types,

anomalies, and defects. The test results are mostly depen-
dent on the subject matter experts (SMEs) interpretation

of results to distinguish between quality issues and

counterfeit issues. The decision-making process is then

error prone as it entirely depends on the operator or SMEs.

It has been demonstrated by the G-19A group that a chip

was marked as counterfeit in one lab while it was called

authentic in another lab [98].

Table 5 Summary of Counterfeit Avoidance Methods
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There are several limitations that make electrical tests
ineffective. Increased process variations and environmen-

tal variations in lower technology nodes make the param-

etric test results indeterminate as the electrical parameters

of a component vary significantly. Obsolete and active parts

make the functional tests ineffective as test program

generation for those parts with limited knowledge of

functionality is extremely difficult if not impossible to

obtain data or manufacturer test fixtures. The design and
test information for the obsolete parts may be lost, or the

OCM may no longer exist, as the design may have been

sunset decades ago. Burn-in tests are helpful in detecting

infant mortality failures of components, but are extremely

expensive and time consuming. These tests are attractive

and useful only for critical and high-risk, high-reliability

applications where obtaining a high test coverage is of

prime importance because of excessive test time and cost.
Total access to the internal scan chains of a component is

required for structural tests to be effective. Generally, IP

owners disable the scan chains by using fuses to prevent the

outside world from having access to their designs. Even if

the scan is accessible, limited knowledge of the chip design

and layout makes such test ineffective. Moreover, for

obsolete parts, design for testability (DFT) may not even

exist.

B. Avoidance Challenges
Counterfeit avoidance techniques, described in

Section III, are still a work-in-progress and they pose

unique challenges that must be addressed before deploy-

ment into the high-reliability systems. For instance, in the

hardware metering technique, the untrusted foundry can

fabricate more ICs while pretending the yield is low. That
allows them to put more functioning chips into the market.

A design house cannot prevent out-of-spec and defective

ICs from entering the supply chain through an untrusted

access point. As for PUFs, reliability is the major concern

that must be addressed. PUFs are proven to be sensitive to

a wide range of environmental variations (temperature,

power supply noise), and aging.

DNA markings suffer from several limitations that in-
troduce serious concerns about their applicability in coun-

terfeit avoidance at the large scale. The fast authentication
achieved by observing the fluorescence of markings under

specific light can potentially be imitated by counterfeiters,

either by invalid DNA or by other materials. The detailed

DNA validation process is extremely time consuming and

costly [99]. For fast authentication, nanorods must also

deal with the same issues as in DNA markings. The relia-

bility of the materials used by both methods cannot be

completely verified.
The avoidance solutions must also consider the part

types (analog, digital), the part size, the applications risks,

cost of inserting the anticounterfeit measures, potential

attacks, etc.

V. CONCLUSION

Detection and/or prevention of counterfeit electronic

components have become a major challenge in the elec-

tronic component supply chain. In this paper, we first

presented the various counterfeit types currently present
in the supply chain, followed by a taxonomy of counterfeit

detection methods which describes existing capabilities for

counterfeit detection. We also briefly described some well-

known physical and electrical inspection methods. We

then presented counterfeit avoidance measures to empha-

size what needs to be done in order to detect these

counterfeit components in a proactive, rather than

reactive manner, if such measures were to be in place.
We presented the key challenges in counterfeit detection

and avoidance, as well as contemporary research oppor-

tunities. h
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